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ABSTRACT

This paper empirically examines the effects of information format on human judgment accuracy. The theoretical framework is based on the lens model of human judgment (Brunswick, 1952). An experimental design is used to test for differences in human judgment accuracy in a bond rating task. The results indicate that the use of certain table simplification techniques does not improve decision accuracy.

INTRODUCTION

The purpose of this paper is to determine if alternative table formats result in improved human decision making. Prior studies that examined the impact of visual appearance on cognition relied on behavioral theories of human judgment and utilize laboratory designs in order to reach conclusions about the effect of changes in the data presentation on human judgment speed and accuracy. DeSanctis (1984) and Verdinelli (2013) provide a detailed review of the extant literature on the use of graphics in data presentation. For example, Benbasat and Dexter (1985) used an experimental design to study decision quality, decision-making time, and user perception when information was presented in both color-enhanced and graphic formats. Their results show that color enhanced reports were superior in some circumstances. However, there was no difference between the judgment of subjects who used graphic versus tabular formats. Vogel, Lehman and Dickson (1986) found that presentation of data using graphics as visual aids resulted in greater persuasive powers than using the same data in tabular format. But poor table construction could also be the cause of the poor persuasive power of the tabular presentation.

Stock and Watson (1984) and Chernoff (1973) tested for differences in judgment performance using two types of data presentation: multidimensional faces and tabular presentation. Subjects were asked to analyze financial data for forty-two firms using actual reported financial figures. One group was given multidimensional representations of the financial ratios of firms (see Figure 1), while a second group is given the same information in tabular form. The subjects' ability to detect changes in financial status of the firm was tested based on their ability to correctly determine if the company's bond rating was upgraded, downgraded or remained the same. The results showed that subjects using multidimensional graphics performed better than those who used tabular data. They concluded that judgment accuracy can be influenced by the format of the report.

However, because of the limitations of the laboratory design, no generalization can be made about tabular formats versus graphic formats, nor can we draw conclusions about other information formats such as simplified table formats, or multi-colored tables and charts. Therefore, additional studies are needed to provide empirical evidence which can lead us toward data presentation rules which will be useful for improving decision making.

The purpose of this paper is to determine if data presentation formats can be improved by implementing a few simple rules which make tables easier to read. The experimental design will involve a replication and extension of the Stock and Watson study.
CONCEPTUAL FRAMEWORK

The use of alternative presentation formats to improve decision making can be supported by the lens model of human judgment (Brunswick, 1985; Ashton, 1982). The lens model depicts the decision as a linear combination of environmental cues. In the bond rating classification problem these cues are represented by the financial ratios. Figure 2 illustrates the lens model formulation. Classification accuracy ($r_a$) is a function of three factors:

1. the subjects' weighting of the cues ($r_{1s} \ldots r_{6s}$) in relationship to the environmental weighting ($r_{1e} \ldots r_{6e}$)
2. the subjects' judgement consistency ($R_s$)
3. the environmental predictability ($R_e$)

Morton (1971) suggested that graphical formats are important for data reduction and information assimilation. Therefore, improved formats represent improved cue descriptions, which should improve the subjects' ability to weight the cues and achieve consistency ($R_s$).

Moriarity (1979) and Stock and Watson (1984) found that the use of multidimensional cue descriptions improved judgment accuracy, while other studies found opposite results (DeSanctis, 1984, p. 468).

Numerous studies have examined the effectiveness of graphical displays (see Verdinelli, 2013 for a review of the extant literature). However, very little research exists regarding numerical table design characteristics. Ehrenberg (1971) and Nicol (2013) provide basic rules for improving tabular data presentations for pattern recognition. For example,

1. round to two significant digits
2. present row and column averages
3. present important patterns in columns rather than rows
4. order rows and columns by size.

**Figure 2**

Lens Model Formulation of Bond Rating Decision

<table>
<thead>
<tr>
<th>Cue Set</th>
<th>Total Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total assets</td>
<td>Long-term debt to total assets</td>
</tr>
<tr>
<td>Return on total assets</td>
<td>Return on long-term capital</td>
</tr>
<tr>
<td>Interest coverage</td>
<td>Cash flow to long-term debt</td>
</tr>
</tbody>
</table>

Criterion classification:
- bond rating change or no change

Subject’s classification response

Achievement index
- Classification accuracy
  \[ r_a = r_{ye} y_s \]

Judgement consistency
- \[ R_s = r_{ys} y_s \]

Predicted classification
- \[ \hat{y}_e \]

Predicted subject classification
- \[ \hat{y}_s \]

Although most business reports are still presented in numeric table format, the bulk of decision science research has focused on graphical displays, with a dearth of work regarding table design. To fill this void in the literature, this paper provides an empirical test of the first two rules shown above. The hypothesis is that decisions based on information presented in accordance with rules 1 and 2 (improved format) will be more accurate than decisions based on an unimproved format.

**EXPERIMENTAL PROCEDURE**

The experimental design is a randomized block design testing the effect of two alternative information formats on judgment quality.
The task is the identification of changes in the financial condition of firms. The financial condition is the dependent variable and is operationalized as the bond rating status. The independent variable is the treatment level which consists of two different tabular presentations of financial data for the firms. The first treatment level is the ratio data in the same tabular format used by Stock and Watson (Table 1). Data obtained from this source was compared with the example presented in Stock and Watson to determine that the ratios were computed in a similar fashion. The second treatment level is the same financial data, but in an improved tabular format (Table 2). This improved format involves rounding to two significant digits and including a column average for each column. This firms used are the same forty-two companies used in the Stock and Watson study. (A copy of the list will be made available upon request.)

Table 1
Unimproved Format

<table>
<thead>
<tr>
<th>Year</th>
<th>Total Assets (Millions of Dollars)</th>
<th>Long-term Debt to Total Assets (%)</th>
<th>Return on Total Asset (%)</th>
<th>Return on Long-term Capital (%)</th>
<th>Interest Coverage (Times)</th>
<th>Cash Flow to Long-term Debt (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2012.232</td>
<td>22.564</td>
<td>5.770</td>
<td>7.000</td>
<td>18.010</td>
<td>57.005</td>
</tr>
<tr>
<td>2</td>
<td>2144.664</td>
<td>27.477</td>
<td>3.102</td>
<td>3.730</td>
<td>4.450</td>
<td>40.433</td>
</tr>
<tr>
<td>3</td>
<td>2153.500</td>
<td>25.921</td>
<td>4.353</td>
<td>5.254</td>
<td>5.100</td>
<td>48.116</td>
</tr>
<tr>
<td>4</td>
<td>2236.900</td>
<td>25.759</td>
<td>5.455</td>
<td>6.525</td>
<td>6.450</td>
<td>53.537</td>
</tr>
<tr>
<td>5</td>
<td>2545.300</td>
<td>22.760</td>
<td>9.362</td>
<td>11.551</td>
<td>11.570</td>
<td>68.839</td>
</tr>
<tr>
<td>6</td>
<td>2938.000</td>
<td>19.980</td>
<td>11.001</td>
<td>14.360</td>
<td>14.360</td>
<td>86.627</td>
</tr>
</tbody>
</table>

Source: Moody’s Industrial Manual

<table>
<thead>
<tr>
<th>Year</th>
<th>Total Assets (Millions of Dollars)</th>
<th>Long-term Debt to Total Assets (%)</th>
<th>Return on Total Asset (%)</th>
<th>Return on Long-term Capital (%)</th>
<th>Interest Coverage (Times)</th>
<th>Cash Flow to Long-term Debt (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2000</td>
<td>23</td>
<td>6</td>
<td>7</td>
<td>18</td>
<td>57</td>
</tr>
<tr>
<td>2</td>
<td>2100</td>
<td>27</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>2200</td>
<td>26</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>2200</td>
<td>26</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>54</td>
</tr>
<tr>
<td>5</td>
<td>2500</td>
<td>23</td>
<td>9</td>
<td>12</td>
<td>12</td>
<td>69</td>
</tr>
<tr>
<td>6</td>
<td>2900</td>
<td>20</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td>87</td>
</tr>
</tbody>
</table>

Source: Moody’s Industrial Manual

We hypothesize that the improved tabular format will result in improved classification accuracy.

In order to obtain a homogeneous sample, student subjects were selected from the same level of their business training – undergraduate junior and senior accounting majors currently enrolled in cost accounting. In addition, an “expert” group of nine faculty members participated.
The research instrument was administered to the students at the beginning of the class period. After the instructions were given, the participants were given thirty minutes to complete the task, and the subjects were encouraged to use all the available time.

The instructions given to the subjects were like those used by Stock and Watson. (A copy of the instructions will be made available upon request.)

RESULTS

We tested for equality of variance between the two treatment groups. This test was performed for all 42 firms combined and for the “upgrade”, “downgrade”, and “no change” categories separately. I could not reject the null hypothesis of equal variances at the .05 level in any of the comparisons. Therefore, the pooled p values shown in Table 3 are the appropriate statistic to test for the difference between the means of the sample.

The values shown in Table 3 represent the combined results of the student group (n = 41) and the "expert" group (n = 9). Tests were run on each group separately with no significant difference in the results.

The mean classification accuracy for the two groups is shown in Table 3. The group receiving the unimproved table format had a mean classification accuracy of 53.0% compared with the group receiving the improved format which had a mean of 51.4%. This difference is not statistically significant.

The only significant difference was in the classification accuracy of the upgraded firms. The results indicate that the group with the unimproved tables performed better in classifying these upgraded firms. But there is no apparent reason for this result. The main conclusion is that the null hypothesis of equal classification accuracy cannot be rejected therefore, it appears that the improved table format does not improve the decision accuracy.

A comparison of my results with Stock and Watson reveals several differences. First, the mean performance is 48.2% in the Stock and Watson compared with 52.1% in my study. This difference may be a result of differences in the administration of the instrument. Stock and Watson administered the instrument during the last 20 minutes of the class period and offered a single $5 award for the best performance. We administered the instrument at the beginning of the class period and offered five awards of $5 each, which may have resulted in higher motivation and greater concentration.

<table>
<thead>
<tr>
<th>Subclass</th>
<th>Unimproved Tables (n=27)</th>
<th>Improved Tables (n=23)</th>
<th>Pooled p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downgrade</td>
<td>61.0% (16.1)</td>
<td>62.9% (14.2)</td>
<td>.66</td>
</tr>
<tr>
<td>No Change</td>
<td>34.1% (16.4)</td>
<td>39.4% (20.6)</td>
<td>.31</td>
</tr>
<tr>
<td>Upgrade</td>
<td>65.9% (17.4)</td>
<td>52.8% (16.2)</td>
<td>.01</td>
</tr>
<tr>
<td>All Firms</td>
<td>53.0% (6.86)</td>
<td>51.4% (8.90)</td>
<td>.41</td>
</tr>
</tbody>
</table>

Classification accuracy for all participants combines 52.1%

* Standard deviations are shown in parentheses.
Second, our results show no significant difference in the groups based on the data presentation format. This may also be due to differences in the administration of the instrument. Students in the Stock and Watson study were motivated to perform quickly as their score was based on the number of correct classifications divided by the elapsed time. The introduction of the time constraint may explain the improved performance for the participants given the multidimensional faces. As Stock and Watson point out, cognitive theory (Glass, 1979) suggests that improved formats may facilitate mental coding, organization and recall. However, my results suggest that when time is not a constraint the improved format may lose its advantage.

There is another possible explanation for between my results and Stock and Watson's. They selected the three ratios to represent the most salient facial features of the nose length, brow angle and mouth curvature. In doing so, they removed a portion of the uncertainty involved in the decision process because the participants were not required to make a judgment themselves regarding the relative importance of the five ratios. This assistance in cue weighting may have resulted in improved performance for the group given the multidimensional faces.

One major limitation of my study is the small sample size. If there is a difference in the true population means of at least 2%, then the power (1 - beta) of this experiment is 24%. That is, we have a 24% chance of finding a significant result with a sample size of 50. This limitation could easily be mitigated by doubling the sample size, which would increase the power to 42%.

Another limitation of this study is the low environmental predictability ($r_c$). Stock and Watson found that a discriminant model of this classification process predicts with only 47% accuracy. Although most real-life decisions also have low environmental predictability, this factor reduces the experimental control over confounding effects. Thus, random noise is increased, and the power of the test is reduced. Future research utilizing a task with greater environmental predictability would mitigate this weakness.

A third limitation is the lack of environmental validity which results from an arbitrary assignment of bond rating change probabilities. The experiment utilizes approximately equal size subgroups of upgraded, downgraded and no change firms which does not conform to the real-life probability of bond rating changes.

Also, the use of approximately equal bond rating change probabilities results in another problem in the administration of the experiment. In a similar type of experiment, Zimmer (1980) found that his results differed from prior findings by Casey (1980). In the administration of the instrument, Zimmer informed the subjects of the probability of a firm's failure/non failure classification while Casey did not reset the subjects' prior probabilities. Zimmer suggests that if the subjects' prior probabilities are not reset in the experiment, there may be systematic error in the classification process. In addition, undergraduates may have heterogeneous prior probabilities for the bond rating change task which may have reduced the power of the test.

CONCLUSION AND SUMMARY

The purpose of this paper was to provide evidence on the effects of changes in information format on human decision accuracy. The results indicate that the use of certain table simplification techniques does not improve decision accuracy. However, care should be used in interpreting these results because of the small sample size and certain internal and external validity limitations.

Research in data presentation is an important area for future research efforts. For example, future studies should examine decision tasks with greater environmental predictability. In addition,
there are many alternative tabular and graphical formats which remain untested in a classification model format.

Table 3
Mean and Standard Deviations of classification Accuracy*

<table>
<thead>
<tr>
<th>Subclass</th>
<th>Unimproved Tables (n=27)</th>
<th>Improved Tables (n=23)</th>
<th>Pooled p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downgrade</td>
<td>61.0% (16.1)</td>
<td>62.9% (14.2)</td>
<td>.66</td>
</tr>
<tr>
<td>No Change</td>
<td>34.1% (16.4)</td>
<td>39.4% (20.6)</td>
<td>.31</td>
</tr>
<tr>
<td>Upgrade</td>
<td>65.9% (17.4)</td>
<td>52.8% (16.2)</td>
<td>.01</td>
</tr>
<tr>
<td>All Firms</td>
<td>53.0% (6.86)</td>
<td>51.4% (8.90)</td>
<td>.41</td>
</tr>
</tbody>
</table>

Classification accuracy for all participants combines 52.1%

* Standard deviations are shown in parentheses.
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